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Facial recognition technology: eroding civil liberty or ensuring safety? 

 

With the capabilities and possible applications of technology and artificial intelligence 
programmes seemingly endless, should we be concerned about how this technology 
is being used? 

One of the latest technologies to face criticism is facial recognition software, 
specifically Live Facial Recognition, which is being trialled by police forces across 
the UK, including South Wales Police and the Metropolitan Police1. While this 
technology is endorsed under the argument of improved public safety, its use raises 
serious issues for civil liberty, including the right to privacy, freedom of expression 
and assembly. 

Live Facial Recognition (LFR) involves cameras carrying out real-time scanning of 
peoples’ faces, which produces a biometric map of their facial features that is as 
unique as DNA or fingerprints. This facial map can then be checked against other 
images on police watch lists and databases to check for a match2. While society at 
large accepts other types of video surveillance, including CCTV, as LFR is actively 
scanning, recording and using personal data, it is fundamentally different to a CCTV 
recording.  

While aimed at identifying specific individuals, everyone within range of the camera 
has their face processed by the software. This unique personal data is also captured 
without consent. This intrusion infringes on the right to privacy under Article 8 of the 
ECHR. There could also be a detrimental effect on the right to freedom of expression 
and freedom of assembly under Articles 10 and 11. Individuals may be deterred from 
exercising these rights, such as attending peaceful protests where LFR is in use, for 
fear of repercussions3. A London Policing Ethics report found this was particularly 
true for BAME individuals and 16-24 year olds, with 38% of this group likely to avoid 
events subjected to LFR surveillance4. 

In achieving its purpose of apprehending those involved in criminal activity, LFR has 
been shown to be unreliable, with Met Police trials only achieving a 19% 
identification accuracy rate. The technology also suffers from gender and racial bias, 
disproportionately misidentifying women and BAME groups5, suggesting that LFR 
also mirrors, and could further compound, the discrimination seen in police practices, 
with BAME individuals already overrepresented in stop and search figures6.  

As LFR seems to be more effective at eroding civil liberties than improving public 
safety, it may be no surprise that the first court hearing in the world challenging the 
use of LFR by South Wales Police was on the grounds of civil liberty infringements7. 
While the case was dismissed, the Court agreed that LFR does encroach on the 
right to privacy and the case has granted permission to be heard on appeal. 

While Police Scotland may have delayed the use of LFR due to its accuracy and 
impact on civil liberty8, the debate on its use continues. LFR’s potential to impact on 
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civil liberty in the pursuit of safety is an issue that concerns us all and will become 
more important as technology advances and is used in new ways. 

 Kerrianne Conry  
 

 

1 Denham, E. (2019) ‘Blog: Live facial recognition technology- data protection law applies’, Information 
Commissioners Office, 9 July [Blog]. Available at https://ico.org.uk/about-the-ico/news-and-events/news-and-
blogs/2019/07/blog-live-facial-recognition-technology-data-protection-law-applies/  
 
2 Sample, I. (2019) ‘What is facial recognition and how sinister is it?’, Guardian, 29 July [Online]. Available at 
https://www.theguardian.com/technology/2019/jul/29/what-is-facial-recognition-and-how-sinister-is-it   

3 McSweeney, W. (2019) ‘Smile you’re on camera – the pros and cons of facial recognition technology ‘, The 
Law Society, 17 June [Blog]. Available at https://www.lawsociety.org.uk/news/blog/smile-you-are-on-camera-
the-pros-and-cons-of-facial-recognition/  
 
4 London Policing Ethics Panel (2019) ‘Final Report on live facial recognition’ [Online]. Available at 
http://www.policingethicspanel.london/uploads/4/4/0/7/44076193/live_facial_recognition_final_report_may
_2019.pdf 
 
5 Fussey, P. and Murray, D. (2019) ‘London Metropolitan Police Service’s Trial of Live Facial Recognition 
Technology’, Economic and Social Research Council, University of Essex [Online]. Available at 
https://48ba3m4eh2bf2sksp43rq8kk-wpengine.netdna-ssl.com/wp-content/uploads/2019/07/London-Met-
Police-Trial-of-Facial-Recognition-Tech-Report.pdf   
 
6 Home Office (2019) ‘Police Powers and procedures’, England and Wales, year ending March 2019 [Online]. 
Available at 
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/841408/
police-powers-procedures-mar19-hosb2519.pdf  

7 R (Bridges) v Chief Constable of the South Wales Police [2019] EWCH 2341  https://www.judiciary.uk/wp-
content/uploads/2019/09/bridges-swp-judgment-Final03-09-19-1.pdf  

8 Justice sub-committee on policing (2020) ‘Facial recognition: how policy in scotlanad makes use of this 
technology’, Scottish Parliament [Online]. Available at https://sp-bpr-en-prod-
cdnep.azureedge.net/published/JSP/2020/2/11/Facial-recognition--how-policing-in-Scotland-makes-use-of-
this-technology/JSPS0520R01.pdf  

 


